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Why	Cosmic	Dawn?

z~30? z~1100

Reionization Dark	Ages Recom
bination

Cosmic	Dawn

z~6???

Potentially	some	fundamental	questions:	When	did	the	first	generations	of	
galaxies	form?	What	were	their	properties?	How	did	they	interact	with	each	
other	and	the	intergalactic	medium?		What	is	the	structure	of	the	intergalactic	
medium?		What	is	the	thermal	and	ionization	history	of	the	baryons?	

Robust	conclusions	require:	
• accurate	models	
• statistics	
• exploration	of	astrophysical	parameter	space



Outline
• Challenges	for	EoR/CD	modeling	
• Reionization	Simulation	“toolkit”	(hydro-
numeric,	numeric,	semi-numeric,	tiered)	

• Interpreting	EoR/CD	observations	
• current	state	of	knowledge	
• the	future	is	bright	with	21-cm
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Cosmo	Sim	toolkit:	hydrodynamic+RT	
small	boxes	(~1	-	10s	Mpc)

e.g.	Hu	et	al.	2016	

Uses:	
• “resolve”	the	very	first,	molecularly-cooled	galaxies.	can	be	used	to	study	resulting	radiative	
feedback,	metal	pollution,	stochastic	star-formation…	

• resolve	recombinations	in	the	IGM	(e.g.	Rahmati	et	al.	2014)	
• encapsulate	relevant	processes	and	use	them	in	larger	simulations	

Caution:	
• still	not	resolving	sub-structure	of	stellar	environments,	turbulence,	SNe,	etc.		—>	results	still	
depend	on	sub-grid	prescriptions,	with	“tuning”	done	on	smaller	scales	(fewer	“knobs”)	

• box-size	modes	become	non-linear	at	early	times	+	few	halos	large	enough	to	be	observable	
—>	challenging	to	compare/calibrate	to	observations

6 XU ET AL.

Figure 6. Projections of density-weighted baryon density (left) and hydrogen
ionization fraction (right) of the Void region at z = 15 (top), 10 (middle) and
8 (bottom). The projected volume is a cube with sides of 6.1 comoving Mpc.

(Void) region forming stars over an order of magnitude higher
(lower) than the Normal region at any given time.

The number density of halos and star formation histories of
the three simulated regions are quite different. One important
question to raise about simulations that probe different envi-
ronments is whether these galaxies can be considered to be a
single population that mainly depends on halo mass without
much variation on environmental factors and redshift during
the early stages of cosmic reionization. Figure 5 shows the
virial mass and mass-to-light ratio as a function of their total
AB magnitude at 1600 Å, M1600. To compute the magnitude,
we determine the spectral energy distribution (SED) for each
galaxy with the stellar population synthesis model of Bruzual
& Charlot (2003). We use the ages, masses, and metallici-
ties of the metal-enriched star particles as input, assuming an
instantaneous burst model. We do not consider any nebular
emission lines in the SEDs. In galaxies with M1600 . -12,
brighter galaxies are clearly hosted in larger halos. Dimmer
galaxies, however, are hosted in halos with masses ranging
from 3⇥106 to 3⇥108 M�. These small and dim galaxies are
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Figure 7. Same as Figure 6 but for the Normal region at z = 15 (top) and
z = 12.5 (bottom).

Figure 8. Same as Figure 6 but for the Rarepeak region at z = 18.5 (top) and
z = 15 (bottom).

usually the result of one burst of star formation that has subse-
quently aged. No new star formation occurred afterwards as
the gas supply has been disrupted by supernova and radiative
feedback. The mass-to-light ratio shows a more monotonic
decreasing trend with increasing luminosity, similar to those

6	Mpc



Cosmo	Sim	toolkit:	N-body+RT	
medium	-	large	boxes	(~10s	-	100Mpc)

e.g.	Dixon+	2016

Uses:	
• “resolve”	the	DM	halos	hosting	the	bulk	of	the	reionizing	galaxies	(atomically-cooled)	
• capture	medium-large	scale	distributions	of	the	DM	halos,	and	the	resulting	ionization	fields	

Caution:	
• missing	hydro	affects	accuracy	on	small-scales		
• galaxy	properties	(e.g.	SFR	and	ionizing	luminosity)	must	be	assigned	to	DM	halos	—>	not	
predictive	

67	Mpc

Large-Scale Observational Signatures of EoR 11

Figure 4. Spatial slices of the ionized and neutral gas density from our radiative transfer simulation SB2 HR at box-averaged by mass
ionized fraction xm = 0.3, 0.5, 0.7, and 0.9 from left to right. The density field is shown in blue, with lighter shades corresponding to
denser regions and vice versa, and overlaid with the ionization field, where dark is neutral and light is fully ionized.

Figure 5. Spatial slices of the ionized and neutral gas density from our 47h−1 Mpc box. Models SB1, SB2, SB3, and SB4 (from
left to right) are shown at the same mass-weighted ionized fraction, xm ≈ 0.5. The density field is shown in blue, with lighter shades
corresponding to denser regions and vice versa, and overlaid with the ionization field, where dark is neutral and light is fully ionized.

LMACHs produce majority small bubbles. By the midpoint
(xm = 0.5, middle), ionized regions of at least ∼10 Mpc be-
gin to emerge for all source models. Here, LB3 has the most
numerous and uniform source, yielding the flattest distribu-
tion. As more ionized regions merge together, large bubbles
of ! 10 Mpc begin to dominate. Throughout reionization,
the partially suppressed model (LB3) always has smaller
bubbles on average, since the smallest, abundant sources
are never fully suppressed. Conversely, HMACH-only model
(LB1) has the largest bubbles on average.

As expected from visual observation of the spatial slices,
LB1 and LB3 are at the two extremes during the early
stages of reionization (xm = 0.3, left), with distributions
skewed towards very large patches for the former and small
patches for the latter. This behaviour reflects the size of the
sources, with large sources – that cannot be suppressed – cre-
ating large bubbles from emitting more photons. Conversely,
highly efficient, small sources create small bubbles, are then
suppressed, and just maintain the ionized region. The other
two cases, LB2 and LB4 show almost identical distributions
at this time, intermediate between the two extremes. Around
50 per cent ionized (middle panel), the bubble sizes for all
models have grown, and the distributions for all models have
become increasingly similar. LB2 is becoming dominated by
the large sources that drive LB1, narrowing the gap between
the distributions from early times. By xm = 0.7 (not shown
here), the distributions have nearly converged for all models
with log10(R

max
H ii ) ranging from ∼1.1− 1.4.

The rightmost plot of Fig. 7 shows the probability dis-

tributions for the radius of neutral islands, RH i, at xm = 0.9,
since, at this late time, the ionized patches have all topolog-
ically merged and only the neutral islands are distinct. As
before, LB3 is the most uniform with the smallest neutral
regions, and LB1 is the most stochastic with the the largest
neutral regions. The remaining models (LB2 and LB4) are
very similar at this point. The neutral regions are also more
Gaussian as compared to the ionized regions, especially in
the large-RH i tail.

4.4 21-cm background

4.4.1 Calculating redshifted 21-cm emission

The differential brightness temperature of the redshifted 21-
cm emission with respect to the CMB is determined by the
density of neutral hydrogen, ρH i, and its spin temperature,
TS, and is given by (Field 1959):

δTb =
TS − TCMB

1 + z
(1− e−τ )

≈
TS − TCMB

1 + z
3λ3

0A10T∗nH i(z)
32πTSH(z)

. (5)

Here, TCMB is the temperature of the CMB radiation at that
time, τ is the corresponding 21-cm optical depth (assumed to
be small when writing equation 5), λ0 = 21.16 cm is the rest-
frame wavelength of the 21-cm line, A10 = 2.85× 10−15 s−1

is the Einstein A-coefficient, and T∗ = 0.068 K corresponds
to the energy difference between the two levels. The mean
number density of neutral hydrogen, nH i(z), at redshift, z,

MNRAS 000, 1 (2015)



Cosmo	Sim	toolkit:	semi-numeric	simulations	
large	-	ultra	large	boxes	(~100s	-	1Gpc)

e.g.	Mesinger+2011	
(also	Zahn+2007;	
Furlanetto&AM2007;	
Santos+2011)

Uses:	
• quickly	explore	the	large	astrophysical	parameter	space	
• easily	create	mock	data-sets	for	large	FoV	cosmological	observations	(e.g.	21-cm)	

Caution:	
• RT	treatment	is	simplistic	—>	fails	on	small	scales	(~1Mpc)	
• inputed	galaxy	properties	are	parametric	—>	direct	physical	insight	on	star	formation/
feedback	physics	needs	to	be	done	posteriori	w.	analytic	models	or	small	hydro	sims	

hydro+DM+RT+

~+1+week+on+1536+cores+

21cmFAST)

~)few)min)on)1)core)

140	Mpc



Cosmo	Sim	toolkit:	“tiered”	simulations

e.g.	Mesinger+2015,	
Choudhury+2015;	Kulkarni+2016

Uses:	
• combines	the	benefits	(and	weaknesses)	of	the	previous	simulations	

Caution:	
• requires	care	when	combining	small	into	big…		difficult	to	just	add	the	missing	modes	
• is	mostly	done	“post-processing”	—>	small-scales	have	limited	impact	on	the	large-scales	



Moral:	
Think	about	the	question	you	wish	
to	answer,	and	then	pick	the	most	

appropriate	tool(s)	

(there	is	no	“one	size	fits	all”	EoR	simulation)



Interpreting	Observations
• What	we	know	now…	
– Clues	to	the	timing	of	reionization	from	galaxies,	
QSOs	and	the	CMB



When?
• Two	main	classes	of	probes	

1. Integral	CMB	constraints	(e.g.	τe,	kinetic	SZ)

recombination
z~1100z=0

reionization

HII

HI

e-

e-

HII

HII



History	of	Thompson	scattering	optical	depth	
measurements

Planck	2016

WMAP1	2003



History	of	Thompson	scattering	optical	depth	
measurements

Planck	2016

WMAP1	2003

~2020	–	negative	tau:	Reionization	never	happened!



History	of	Thompson	scattering	optical	depth	
measurements

Planck	2016

WMAP1	2003



What	does	this	tell	us	about	when	reionization	
occurred?

Greig	&	AM	2017

1σ
2σ

2σ



When?
• Two	main	classes	of	probes	

1. Integral	CMB	constraints	(e.g.	τe,	kinetic	SZ)	

2. Astrophysical	‘flashlights’	(e.g.	high-z	
galaxies,	QSOs)



Astrophysical	flashlights:	Lyα
Post-reionization	IGM

HI



We	can’t	directly	observe	the	EoR	in	Lyα

Lyα forest	saturates	at	z>5,	when	the	Universe	becomes	too	dense.	
Even	trace	amounts	of	HI,	xHI	~>	10-5	result	in	no	flux	being	detected	in	the	forest.

Fan+	(2006)



But…	damping	wing!

Dijkstra	2014



~	kpc

Lyman	alpha	line	emerging	from	
galaxies	is	shaped	by	the	ISM/CGM	
(winds,	infall,	dust,	geometry..)

e.g.	Dijkstra,	AM+2011

Lyα	damping	wing	absorption	  
as	a	probe	of	the	EoR
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during	reionization,	cosmic	HI	patches	absorb	
Lyα	photons	in	the	damping	wing	of	the	line

Lyα	damping	wing	absorption	  
as	a	probe	of	the	EoR



~	kpc

30
0	
M
pc

exp[−τreion]

during	reionization,	cosmic	HI	patches	absorb	
Lyα	photons	in	the	damping	wing	of	the	line

Lyα	damping	wing	absorption	  
as	a	probe	of	the	EoR
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The	Lyα	damping	wing	impacts:	
1. the	observability	of	Lyman	alpha	emission	
2. the	observed	clustering	of	Lyα	emitting	galaxies	
3. the	Lyα	emission	profile	of	high-z	QSOs

Lyα	damping	wing	absorption	  
as	a	probe	of	the	EoR



Strong	drop	in	the	number	of	Lya	emitting	
galaxies	beyond	z~>6

Ono+2012	(see	also,	e.g.	Stark+2010;	
Pentericci+2011;	Caruana+2013;	
Schenker+2014…)

Drop	in	the	fraction	of	UV	faint	
galaxies	with	REW>25	A	from	z=6à7



What	does	this	mean?

• Evolution	in	the	IGM	neutral	fraction	from	an	
incomplete	reionization	(e.g.	Dijkstra,	AM+2011)	

• Evolution	in	the	ionizing	background:	
– the	abundance	of	self-shielded	systems,	(e.g.	Bolton	&	
Haehnelt	2011)	

– flattening	out	the	galaxy’s	surface	brightness	due	to	increased	
Lyα	scattering	(Sadoun+2016)	

• Evolution	in	galaxy	properties	(e.g.	Jones+2012;	Dayal	
&	Ferrara	2012;	Finkelstein+2012)	

• Co-evolution	(e.g.	Dijkstra+2014)



What	does	this	mean?

• Evolution	in	the	IGM	neutral	fraction	from	an	
incomplete	reionization	(e.g.	Dijkstra,	AM+2011)	

• Evolution	in	the	ionizing	background:	
– the	abundance	of	self-shielded	systems,	(e.g.	Bolton	&	
Haehnelt	2011)	

– flattening	out	the	galaxy’s	surface	brightness	due	to	increased	
Lyα	scattering	(Sadoun+2016)	

• Evolution	in	galaxy	properties	(e.g.	Jones+2012;	Dayal	
&	Ferrara	2012;	Finkelstein+2012)	

• Co-evolution	(e.g.	Dijkstra+2014)
• Extreme	evolution	required	to	fit	the	data.	
• Degeneracies	are	difficult	to	quantify…



z=7/z=6	Lyα	fractions

• Marginalizing	over	Γ,	we	get	<xHI>		>		0.4	(68%	C.L.)	
• Recent	work	by	Mason+2017	using	the	full	Lya	flux	distribution,	obtains	even	

stronger	constraints	<xHI>	=	0.59-0.15+0.11	(68%	C.L.)

AM+	2015	
(see	also	Choudhury+2015)



LAE	clustering	as	a	signature	of	reionization

• The	distribution	of	observed	LAEs	is	modulated	by	the	cosmic	HII	regions	
on	large-scales	à clustering	increases	during	reionization	(e.g.	
Furlanetto+2006;	McQuinn+2007,	AM	&	Furlanetto	2008;	Jensen+2013)

McQuinn+2007

8 M. McQuinn et al.

x =.5i i x = .7x = .3i

Intrinsic

Observed

Figure 3. Same as Figure 2, but for a futuristic LAE survey that can detect halos down to m exp(−τα(ν0)) > 1 × 1010M⊙ (note
Lint,E ∝ m) and assuming fE = 0.25. The large-scale modulation of LAE by the HII bubbles is clearly apparent in this survey. The
square in the lower left-hand panel represents the 3′ × 3′ FOV of JWST drawn to scale.

measured at z = 6.6 (and tentatively at z = 7) and will be
constrained at even higher redshifts in the coming years, it
is important to understand the signature of reionization in
the luminosity function.

The current data on LAE luminosity functions may
indicate that reionization is happening at z = 6.6.
Kashikawa et al. (2006) finds that there is a suppression
in the bright end of their measured luminosity function at
z = 6.6 relative to that at z = 5.7 at 2-σ significance.
See the thick solid curve in Figure 5 for the ratio of the
z = 5.7 and z = 6.6 best-fit LAE luminosity functions
along with an estimate for the 1-σ shot noise errors on

this ratio (Shimasaku et al. 2006; Kashikawa et al. 2006).8

Kashikawa et al. (2006) propose that the suppression of the
high luminosity end may imply a change in the ionization
state of the IGM. In addition, Iye et al. (2007) finds an ad-
ditional factor of few suppression in the luminosity function
at z = 7 for emiters with Lobs,E > 1 × 1043 erg s−1.

Dijkstra et al. (2006) suggest that there is a more mun-
dane explanation for this suppression – the evolution of the
halo mass function. Employing a similar model for LAEs

8 The cosmic variance errors are highly correlated between dif-
ferent luminosity bins, and a 1-σ cosmic fluctuation will raise or
suppress this ratio by ≈ 50% for an ionized universe (see Section
6).

c⃝ 2006 RAS, MNRAS 000, 1



LAE	clustering	is	a	more	robust	probe	than	
evolution	in	number	density

• Clustering	of	DM	halos	is	well-understood:	the	
intrinsic	correlation	function	of	the	host	halos	
only	varies	by	a	factor	of	~few,	making	the	
additional	contribution	from	reionization	
easier	to	identify	

• The	uncertain	galactic	environment	has	a	much	
weaker	signature	on	large-scale	clustering,	
than	on	the	observed	Lyα	emission		



z=6.6	LAE	Clustering	with	SUBARU

No. 1, 2010 STATISTICS OF Lyα EMITTERS AT z ∼ 7 879

Figure 11. ACF and bias of the SXDS LAEs at z = 3.1 (left), 3.7 (center), and 5.7 (right). Top panels present ACFs and bottom panels show bias as a function of
angular distance. Black filled and open squares indicate the best estimates for all LAEs with and without the corrections of limited area (i.e., integral constraints) and
number (Equation (8)). Gray filled and open squares are the same, but for the bright subsamples, NB503 < 24.7 in the left panels and NB816 < 25.5 in the right
panels. Crosses in the top panels represent ACFs calculated with the Monte Carlo simulation-based random sources that are artificial LAEs distributed and detected
in the real images (see the text). In the top panels, solid lines are the best-fit power-law functions for all LAEs, while the dotted lines denote ACFs of underlying dark
matter predicted by the CDM model (Peacock & Dodds 1996). In the bottom panels, solid and dashed lines present the best estimates of bias and the associated 1σ
errors. In the top right panel, filled circles and dot-dashed line are ACF and the best-fit power law obtained by Murayama et al. (2007). The scale on the top axis
denotes the projected distance in comoving megaparsecs at each redshift.

Figure 12. Same as Figure 11, but for our LAEs at z = 6.6. Gray filled and
open squares are the estimates for the bright (NB921 < 25.5) subsample.

Lee et al. 2006; Hildebrandt et al. 2007, 2009). The upper limit
of the range is nearly the limit of our ACF measurements with
significant signals. We apply the upper limit of 400′′ for the
z = 5.7 LAEs, since a large-scale clustering (!20 Mpc) with
protoclusters is reported in this survey volume (Ouchi et al.
2005a). Because we obtain no meaningful constraints on β,
we fix β with the fiducial value of 0.8 following the previous

clustering analyses (e.g., Ouchi et al. 2003; Gawiser et al. 2007;
Kovač et al. 2007). We summarize the best-fit values in Table 4.

Foreground contamination to a galaxy sample dilutes the
apparent clustering amplitude of galaxies. If the fraction of
contaminants is fc, the apparent Aω value can be reduced by
up to a factor of (1 − fc)2. The correlation amplitude with the
contamination correction, Amax

ω , is given by

Amax
ω = Aω

(1 − fc)2
. (10)

This is the maximum reduction of the correlation amplitude that
occurs when the contaminants are not at all clustered. In reality,
contaminants, if any, are the sum of foreground galaxies mostly
at some specific redshifts, and thus would be clustered to some
extent on the sky. We use the maximum values of fc, and obtain
maximal Amax

ω values inferred from the LAE data. The maximum
values of fc are (0.13, 0.14, 0.25) for redshifts of (3.1, 3.7, 5.7)
(Ouchi et al. 2008) and 0.33 for z = 6.6 (Section 3.1). In the
following section, we will place conservative upper limits on
correlation lengths and bias measurements with the maximal
values of Amax

ω .

4.2. Correlation Length and Bias

The spatial correlation function of galaxies is well approxi-
mated by a power law as

ξ = (r/r0)−γ (11)

only with a subtle departure from the real spatial correlation
function (Zehavi et al. 2004), where r is the spatial separation
between two objects, r0 is the correlation length, and γ is the
slope of the power law. The correlation length, r0, is related to
the correlation amplitude, Aω, with the integral equation called

Ouchi+	(2010)

black	squares:	
L	>	7.9	x	1042	erg/s

8 Publications of the Astronomical Society of Japan, (2014), Vol. 00, No. 0

Fig. 6. Angular correlation function (ACF) and bias of the LAEs at z = 5.7 (left) and 6.6 (right). The top and bottom panels show the ACFs and the bias. The

black-filled and gray-open squares represent the ACFs of our LAEs with and without the IC correction, respectively, while the filled circles denote the ACFs

with the IC correction derived by Ouchi et al. (2010). For presentation purposes, we slightly shift the gray open squares along the abscissa. In the top panels,

the solid and dotted lines present the best-fit power-law functions of our ACFs and the ACFs of the underlying dark matter predicted by the linear theory

(e.g. Peacock & Dodds 1994). Because the power-law spatial correlation function is projected on sky with the method in Simon (2007), the best-fit power-law

functions are curves. In the bottom panels, the solid and dashed lines indicate the average bias and the 1σ error values, respectively. The crosses in the top

left panel show the ACFs obtained by Murayama et al. (2007). The top axis denotes the projected distance in comoving megaparsecs.

in R. Higuchi et al. (in preparation). We thus use the remaining

734 LAEs at z = 5.7 in our analysis.

We quantify clustering properties based on the measure-

ments of the angular correlation functions in the following sec-

tions.

4.1 Angular Correlation Function

We derive angular two-point correlation functions (ACFs) of

our LAEs in the same manner as Ouchi et al. (2003), Ouchi

et al. (2005b), Ouchi et al. (2010), and Harikane et al. (2016).

We use the estimator of Landy & Szalay (1993),

ωobs(θ) =
DD(θ)− 2DR(θ)+RR(θ)

RR(θ)
, (3)

where DD(θ), DR(θ), and RR(θ) are numbers of galaxy-

galaxy, galaxy-random, and random-random pairs normalized

by the total number of pairs in each of the samples of the pairs.

We use the random catalog (Coupon et al. in preparation) whose

surface number density is 100 arcmin−2. The random catalog

has the geometrical constraint same as the one of our LAEs,

representing our survey areas. Statistical errors are estimated

with Jackknife resampling with subsamples each of which has

a ∼ 10002 arcsec2 area. Figure 6 shows the observed ACFs

ωobs(θ) of our LAEs at z=5.7 and 6.6. The ACF measurements

cover the scale of ∼ 1− 100 comoving Mpc that is indicated in

the upper axes of Figure 6. We find that these ACFs are con-

sistent with those obtained with the previous Subaru/Suprime-

Cam data (Ouchi et al. 2010), and that our present HSC data

provide the large-scale ACFs with uncertainties smaller than

those of the previous data.

Although our survey area is large, we evaluate the integral

constraint IC (Groth & Peebles 1977). The IC value corre-

sponds to the observational offset in ωobs(θ) originated by a

limited survey area. Including the correction for the number of

objects in the sample, N , the true ACF is given by

ω(θ) = ωobs(θ)+ IC+
1
N

, (4)

We evaluate the integral constraint with

IC =
ΣiRR(θi)ω(θi)

ΣiRR(θi)
, (5)

Ouchi+	(2017)

black	squares:	
L	>	2.5	x	1042	erg/s



Subaru	current	and	upcoming	constraints	on	
LAE	clustering

Sobacchi	&	AM	(2015)

• systematic	approach	taking	the	most	extreme	models	for	reionization	
morphology	and	for	Lintr	<->Mhalo	

• comparison	done	at	fixed	nLAE(z~7)	(see	also,	e.g.	Jensen+2014)

theoretically	allowed	
correlation	function,	
spanned	by	most	
extreme	models

1σ	observations	Ouchi+2010



Subaru	current	and	upcoming	constraints	on	
LAE	clustering

Sobacchi	&	AM	(2015)

1. already	xHI,z7	<	0.5,	with	with	limits	potentially	improving	by	~	50%	with	HSC.		

2. signal	is	not	sensitive	to	EoR	morphology.	need	spectroscopy…	
3. observed	LAEs	are	hosted	by	much	smaller	DM	halos	than	LBGs,	M<1010Msun

small	allowed	parameter	
space



QSOs:	the	brightest	cosmic	flashlights

figure	courtesy	of	D.	Mortlock

f	=	A	e-τ

QSO	spectra	can	be	analyzed	individually,	
unlike	galaxies	which	require	a	statistically	
significant	sample



z=7.1	QSO	shows	evidence	of	an	EoR	damping	
wing?

near zones of other comparably luminous high-redshift quasars, which
have been measured23 to have RNZ, corr 5 (7.4 – 8.0(z 2 6)) Mpc, on
average. The considerable scatter about this trend notwithstanding,
these observations of ULAS J112010641 confirm that the observed
decrease in RNZ, corr with redshift continues at least to z^7:1.

The observed transmission cut-offs of z^6 quasars have been iden-
tified with their advancing ionization fronts, which grow as24,25

RNZ, corr!T1=3
q 1zzð Þ{1D{1=3f {1=3

H I , where Tq is the quasar age and
D is the local baryon density relative to the cosmic mean. Assuming a
fiducial age of Tq^0:01 Gyr has led to the claim26 that fH I>0.6
around several 6.0=z=6.4 quasars. Given that the above RNZ, corr–z
fit gives an average value of RNZ, corr 5 5.8 Mpc at z 5 6.2, the mea-
sured near-zone radius of ULAS J112010641 then implies that the
neutral fraction was a factor of ,15 higher at z^7:1 than it was at
z^6:2. The fundamental limit of fH I # 1 makes it difficult to reconcile
the small observed near zone of ULAS J112010641 with a significantly
neutral Universe at z^6. It is possible that ULAS J112010641 is seen
very early in its luminous phase or that it formed in an unusually dense
region, but the most straightforward conclusion is that observed near-
zone sizes of z^6 quasars do not correspond to their ionization
fronts25.

An alternative explanation for the near zones of the z^6 quasars is
that their transmission profiles are determined primarily by the residual
H I inside their ionized zones25,27. If the H I and H II are in equilibrium
with the ionizing radiation from the quasar then the neutral frac-
tion would increase with radius as fH I / R2 out to the ionization front.
The resultant transmission profile would have an approximately

Gaussian envelope, with RNZ being the radius at which25 fH I^10{4,
and not the ionization front itself. The envelopes of the measured
profiles of the two z^6:3 quasars shown in Fig. 3 are consistent with
this Gaussian model, although both have sharp cut-offs as well, which
could be due to Lyman limit systems along the line of sight28.

In contrast, the measured transmission profile of ULAS J112010641,
shown in Fig. 3, is qualitatively different from those of the lower red-
shift quasars, exhibiting a smooth envelope and significant absorption
redward of the Lya wavelength. The profile has the character of a Lya
damping wing, which would indicate that the intergalactic medium in
front of ULAS J112010641 was substantially neutral. It is also possible
that the absorption is the result of an intervening high-column-density
(NH I >1020cm{2) damped Lya system5, although absorbers of such
strength are rare. Both models are compared to the observed transmis-
sion profile of ULAS J112010641 in Fig. 4. Assuming the absorption is
the result of the intergalactic medium damping wing, the shape and
width of the transmission profile require fH I . 0.1, but are inconsistent
with fH I^1, at z^7:1. These limits will be improved by more detailed
modelling, in particular accounting for the distribution of H I within
the near zone25,27, and deeper spectroscopic observations of
ULAS J112010641. Given the likely variation in the ionization history
between different lines of sight, it will be important to find more
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RESEARCH LETTER

6 1 8 | N A T U R E | V O L 4 7 4 | 3 0 J U N E 2 0 1 1

Macmillan Publishers Limited. All rights reserved©2011

Mortlock+	(2011)



wavelength for these lines.  The heavy element lines are therefore most likely internal to the quasar host 
itself and not physically coincident with the neutral gas.

Quantitative chemical abundance estimates are usually impossible for z > 5.5 quasar absorbers 
because the benchmark neutral hydrogen line is severely blended and saturated in the forest of 
neighboring Ly! systems.  However the damping wing near the emission redshift of ULAS J1120 offers a 
unique opportunity to measure its H I column density.  In conjunction with upper limits on the heavy 
element column density, this yields a straightforward upper limit on the chemical abundance of metals.

The H I column density estimate is sensitive to the detailed shape of the damping profile, which is 
fitted to the ratio of emitted to observed flux (the ratio of the red to black lines in Figure 1).  This ratio 
depends critically on how the intrinsic (i.e. unabsorbed) shape of the quasar’s Ly! emission line is 
modeled, including both its absolute flux density and its redshift, which fixes the location of the emission 
peak.  The details of this procedure are described in the Supplementary Online Material, but to 
summarize, we experimented with several different prescriptions, including four different quasar 
composite spectra generated from low redshift surveys14–17, and additionally a principal-component 
analysis fit18 extrapolated over the Lyman alpha region.  For each of these continua, we calculated the H I 
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Figure 1: FIRE spectrum of ULAS J1120+0641, alongside our estimate of the intrinsic source 
spectrum and a composite model including foreground absorption. The unabsorbed continuum us 
shown in red, and the blue curve includes the absorption.  The continuum is constructed from a 
composite of quasars in the Sloan Digital Sky Survey14,16.  C IV absorption intrinsic to the quasar 
host galaxy is seen to the red of the labeled CIV emission peak.  However, the C IV emission line 
is anomalously blueshifted6 in ULAS J1120, so we compute the redshift  distance between the 
absorber and quasar host  using its MgII6 or [C II] (ref 25) redshift.  Bottom Left: The Lyman alpha 
region of the spectrum with unabsorbed continuum model (red) and absorbed continuum (blue).  
The vertical arrow marks the location of Ly! absorption at z = 7.04.  Bottom right: Detail of the 
damping wing with HI absorption fit.  The quasar’s emission redshift25 (7.0842) is indicated with 
the vertical dashed line.  Two additional optically thin Ly! absorbers (labeled 1 and 2) are apparent 
in the quasar’s near zone at z = 7.0721±0.0001 and z = 7.0855±0.0001 ("v = -424, +161 km / s 
from the host, see Supplementary Information).  These data have not been continuum normalized, 
so a slight downward slope is visible toward redder wavelengths.

Damping	wing	in	QSO	spectra
• Caution:	We	must	jointly	sample	the	
uncertainties	in	the	intrinsic	(pre	IGM	
absorption)	QSO	emission	together	with	the	
sightline	to	sightline	scatter	of	the	EoR

f	=	A	e-τ observed

Simcoe+2012

z=7.1	spectra A	=	intrisic
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wavelength for these lines.  The heavy element lines are therefore most likely internal to the quasar host 
itself and not physically coincident with the neutral gas.

Quantitative chemical abundance estimates are usually impossible for z > 5.5 quasar absorbers 
because the benchmark neutral hydrogen line is severely blended and saturated in the forest of 
neighboring Ly! systems.  However the damping wing near the emission redshift of ULAS J1120 offers a 
unique opportunity to measure its H I column density.  In conjunction with upper limits on the heavy 
element column density, this yields a straightforward upper limit on the chemical abundance of metals.

The H I column density estimate is sensitive to the detailed shape of the damping profile, which is 
fitted to the ratio of emitted to observed flux (the ratio of the red to black lines in Figure 1).  This ratio 
depends critically on how the intrinsic (i.e. unabsorbed) shape of the quasar’s Ly! emission line is 
modeled, including both its absolute flux density and its redshift, which fixes the location of the emission 
peak.  The details of this procedure are described in the Supplementary Online Material, but to 
summarize, we experimented with several different prescriptions, including four different quasar 
composite spectra generated from low redshift surveys14–17, and additionally a principal-component 
analysis fit18 extrapolated over the Lyman alpha region.  For each of these continua, we calculated the H I 
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Figure 1: FIRE spectrum of ULAS J1120+0641, alongside our estimate of the intrinsic source 
spectrum and a composite model including foreground absorption. The unabsorbed continuum us 
shown in red, and the blue curve includes the absorption.  The continuum is constructed from a 
composite of quasars in the Sloan Digital Sky Survey14,16.  C IV absorption intrinsic to the quasar 
host galaxy is seen to the red of the labeled CIV emission peak.  However, the C IV emission line 
is anomalously blueshifted6 in ULAS J1120, so we compute the redshift  distance between the 
absorber and quasar host  using its MgII6 or [C II] (ref 25) redshift.  Bottom Left: The Lyman alpha 
region of the spectrum with unabsorbed continuum model (red) and absorbed continuum (blue).  
The vertical arrow marks the location of Ly! absorption at z = 7.04.  Bottom right: Detail of the 
damping wing with HI absorption fit.  The quasar’s emission redshift25 (7.0842) is indicated with 
the vertical dashed line.  Two additional optically thin Ly! absorbers (labeled 1 and 2) are apparent 
in the quasar’s near zone at z = 7.0721±0.0001 and z = 7.0855±0.0001 ("v = -424, +161 km / s 
from the host, see Supplementary Information).  These data have not been continuum normalized, 
so a slight downward slope is visible toward redder wavelengths.
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Damping	wing	in	QSO	spectra
• Caution:	We	must	jointly	sample	the	
uncertainties	in	the	intrinsic	(pre	IGM	
absorption)	QSO	emission	together	with	the	
sightline	to	sightline	scatter	of	the	EoR
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wavelength for these lines.  The heavy element lines are therefore most likely internal to the quasar host 
itself and not physically coincident with the neutral gas.

Quantitative chemical abundance estimates are usually impossible for z > 5.5 quasar absorbers 
because the benchmark neutral hydrogen line is severely blended and saturated in the forest of 
neighboring Ly! systems.  However the damping wing near the emission redshift of ULAS J1120 offers a 
unique opportunity to measure its H I column density.  In conjunction with upper limits on the heavy 
element column density, this yields a straightforward upper limit on the chemical abundance of metals.

The H I column density estimate is sensitive to the detailed shape of the damping profile, which is 
fitted to the ratio of emitted to observed flux (the ratio of the red to black lines in Figure 1).  This ratio 
depends critically on how the intrinsic (i.e. unabsorbed) shape of the quasar’s Ly! emission line is 
modeled, including both its absolute flux density and its redshift, which fixes the location of the emission 
peak.  The details of this procedure are described in the Supplementary Online Material, but to 
summarize, we experimented with several different prescriptions, including four different quasar 
composite spectra generated from low redshift surveys14–17, and additionally a principal-component 
analysis fit18 extrapolated over the Lyman alpha region.  For each of these continua, we calculated the H I 
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Figure 1: FIRE spectrum of ULAS J1120+0641, alongside our estimate of the intrinsic source 
spectrum and a composite model including foreground absorption. The unabsorbed continuum us 
shown in red, and the blue curve includes the absorption.  The continuum is constructed from a 
composite of quasars in the Sloan Digital Sky Survey14,16.  C IV absorption intrinsic to the quasar 
host galaxy is seen to the red of the labeled CIV emission peak.  However, the C IV emission line 
is anomalously blueshifted6 in ULAS J1120, so we compute the redshift  distance between the 
absorber and quasar host  using its MgII6 or [C II] (ref 25) redshift.  Bottom Left: The Lyman alpha 
region of the spectrum with unabsorbed continuum model (red) and absorbed continuum (blue).  
The vertical arrow marks the location of Ly! absorption at z = 7.04.  Bottom right: Detail of the 
damping wing with HI absorption fit.  The quasar’s emission redshift25 (7.0842) is indicated with 
the vertical dashed line.  Two additional optically thin Ly! absorbers (labeled 1 and 2) are apparent 
in the quasar’s near zone at z = 7.0721±0.0001 and z = 7.0855±0.0001 ("v = -424, +161 km / s 
from the host, see Supplementary Information).  These data have not been continuum normalized, 
so a slight downward slope is visible toward redder wavelengths.
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Analysis	of	z=7.1	QSO	ULASJ1120

Posterior	samples	of	intrinsic	
Lya	profiles	constructed	from	a	
database	of	~2000	moderate	
redshift		QSOs

Greig,	AM+	2017

A



Analysis	of	z=7.1	QSO	ULASJ1120

Greig,	AM+	2017

A	e-τ
A



Analysis	of	z=7.1	QSO	ULASJ1120

First	detection	of	ongoing	reionization!!!	
<xHI>	=	0.40-0.32+0.41	(2	σ) Greig,	AM+	2017



putting	it	all	together…	 
When	did	the	Universe	reionize?

Greig	&	AM	(2017)	
see	also	Planck	2016;	
Price+2016;	Mitra+2016

We	now	have	a	reasonable	handle	on	when…



What	and	how??

we	don’t	really	know…

stellar	populations	vs	AGN,	IMF	in	first	galaxies,	role	of	SNe	and	radiative	feedback,	
metal	pollution,	efficiency	of	star	formation,	IGM	structures,	UVB	evolution	etc..



What	and	how?
• Galaxy	candidates	have	been	found	out	to	z~10.			Are	these	the	stellar	
populations	responsible	for	the	Cosmic	Dawn	and	reionization?	
Estimates	suggest	they	are	too	few…

Bouwens+	(2015)
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Note:	this	is	a	log	plot!



Get	ready	for	the	revolution: 
the	cosmic	21	cm	signal



21	cm	line	from	neutral	hydrogen

Hyperfine	transition	in	the	ground	state	of	neutral	hydrogen	
produces	the	21cm	line.



Widely	used	to	map	the	HI	content	of	our	
galaxy	and	nearby	galaxies

Circinus	Galaxy
ATCA	HI	image	by	B.	Koribalski	(ATNF,	CSIRO),	K.	Jones,	M.	Elmouttie	(University	of	
Queensland)	and	R.	Haynes	(ATNF,	CSIRO).



Cosmic	21-cm	signal

use	the	CMB	as	a	background.		measure	the	difference	in	
intensities	of	the	CMB	and	the	cosmic	HI,	the	so-called	
brightness	temperature	offset	from	the	CMB:

Recom
bination

CMB	backlight

z	=	0	 z~1100	

HI

Signal	contains	both	ASTROPHYSICAL	and		
COSMOLOGICAL	terms



Cosmic	21-cm	signal
Recom

bination

z	=	0	 z~1100	

Dark%Ages%Lyα%coupling%X4ray%hea6ng%Reioniza6on%

1"Gyr" 100"Myr" 20"Myr"300"Myr"

Evolu7on#of#21cm#Structure#(EOS)#2016#data#release.#Mesinger+#(2016)#

Signal	contains	both	ASTROPHYSICAL	and		
COSMOLOGICAL	terms

AM+	2016



How	do	we	learn	about	the	hidden	sources?

• Galaxy	clustering	+	stellar	properties	à evolution	of	
large-scale	EoR/CD	structures

McQuinn+	2007

Abundant,	faint	galaxies Rare,	bright	galaxiesvs

94	Mpc



Patterns	in	the	Epoch	of	Heating
75
0	
M
pc

‘hard’	SED	~	HMXBs ‘soft’	SED	~	hot	ISM

Pacucci+	2014

High-energy	processes	in	the	first	galaxies	are	also	encoded	in	the	cosmic	21-cm	signal

differences	are	easily	detectable	with	HERA	and	the	SKA



Roadmap	to	21-cm	treasure	trove



Roadmap	to	21-cm	treasure	trove

	1)	Observe	the	signal	(some	smart	observers	will	take	care	of	this…)



Roadmap	to	21-cm	treasure	trove

	1)	Observe	the	signal	(some	smart	observers	will	take	care	of	this…)	

	2)	Characterize	the	observed	signal



Power	spectrum:	most	common	statistic
8 B. Greig et al.
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Figure 2. The 21 cm PS at z = 9 for various values of our three reionization parameters, ⇣0, Rmfp and T

Feed
vir . In all panels, the thick

black curve corresponds to our fiducial reionization model, with (⇣0, Rmfp, T

Feed
vir ) = (30, 15 Mpc, 3 ⇥ 104 K) and a neutral fraction of

x̄H I = 0.71. Light to dark shaded regions correspond to the 1� errors of the total noise PS (see Sections 2.4 and 2.5) for the three 21
cm experiments we consider in this analysis (LOFAR, HERA and SKA), including a 25 per cent modelling uncertainty. Dashed vertical
lines at k = 0.15 and k = 1.0 Mpc�1 demarcate the physical scales on which we choose to fit the 21 cm PS, while the hatched region
corresponds to the foreground dominated region. We show the impact of the ionizing e�ciency ⇣0 (top left), the maximum horizon for
ionizing photons, Rmfp (top right) and the minimum virial temperature of star-forming galaxies, T

Feed
vir (bottom left). Bottom right: the

21 cm PS corresponding to di↵erent EoR parameters, but at the same EoR epoch (x̄H I) as the fiducial simulation.

3.2 Single epoch observation of the 21 cm PS

21 cm experiments have coverage over a large bandwidth
(e.g. 50–350 MHz for the SKA allowing for observations to
z . 28). However, foregrounds and high data rates can limit
the coverage to narrower instantaneous bandwidths. Hence,
we begin by analysing an observation at a single redshift (as-
suming our fiducial bandwidth of 8 MHz), before moving on
to a broader bandpass observation. We restrict our analysis
to only second-generation 21 cm experiments, HERA and
the SKA, since with a single bandwidth the first-generation
instruments will only achieve a marginal detection at best
(e.g. Mesinger et al. 2014; Pober et al. 2014; see also Fig. 2).

In Fig. 3, we compare the outputs of 21CMMC for both
HERA (red curve) and SKA (blue curve) for an assumed
single z = 9 observation of our fiducial 21 cm PS with a
total integration time of 1000 h. In this figure, and for the
remainder of this work we assume uniform priors on all re-

covered parameters within their allowed ranges outlined in
Section 2.1. The dashed vertical lines denote the mock ob-
servation values. Across the diagonal panels of this figure
we provide the 1D marginalized PDFs for each of our EoR
parameters. In the top-right panel, we provide the marginal-
ized 1D PDFs of the IGM neutral fraction. Additionally, we
choose to renormalize all 1D PDFs to have the peak proba-
bility equal to unity to better visually emphasize the shape
and width of the recovered distribution. In the lower-left cor-
ner of Fig. 3, we show the 2D joint marginalized likelihood
distributions. In each panel, the cross denotes the location
of our fiducial EoR parameters. For each, we construct both
the 1� and 2� contours (thick and thin lines, respectively),
by computing a smoothed 2D histogram of the entire MCMC
sample and estimating the likelihood contours which enclose
68 and 95 per cent of the data sample, respectively.

For all EoR parameters the recovered PDFs are cen-

c� 0000 RAS, MNRAS 000, 000–000

• Different	astrophysical	models	of	galaxies	and	the	IGM	show	different	21-cm	power	spectra	
• Variation	is	up	to	a	factor	of	~10,	at	a	fixed	cosmic	epoch…



Bispectrum…

• dominated	by	ionization	and	density	fields	at	different	stages	and	configurations…	
• also	a	powerful	discriminant	for	astrophysics?

EoR 21-cm bispectrum 15
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Figure 11. Components of 21-cm bispectra [B/T
3
b (z)] for triangles with k2/k1 = 2 and k1 = 0.58 Mpc−1 at five different stages of the EoR.

isolated in their distribution. Thus we find the 21-cm bispectrum to

follow Bxxx largely within the same cos θ range. However, Bxxx

shows a rapid decline in amplitude for cos θ ≥ 0.7 and the 21-

cm bispectrum reaches a higher positive value in the same range.

Note that this increase in the amplitude of 21-cm bispectrum with

decreasing x̄H i, observed in the panels of Figure 11, are not a rise

in terms of absolute amplitude of the 21-cm signal (Figure 8 shows

the actual amplitude of the signal bispectrum), as we have divided

the 21-cm bispectrum here by the factor T
3
b(z). Another important

point to note here is that, the transition from a negative to positive

bispectrum is not an abrupt change that happens within a single

cos θ bin, it is rather a gradual change as a function of cos θ.

Next at x̄H i = 0.49 (central right panel of Figure 11) we ap-

proach the phase of the EoR where the H ii regions have grown in

size significantly and also started to overlap with each other. This

gives rise to an H i topology which can be described as a clus-

tered distribution of interconnected ionized regions (one can refer

to Figure 5 of Majumdar et al. 2014 for the bubble size distribution

obtained from a similar simulation that we use here) with small

low density neutral patches distributed in between them. As the H ii

regions are not randomly distributed the distribution of these low

density neutral patches will also not be random, rather there will
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Majumdar+2017	
(see	also	Bharadwaj	&	Pandey	2005;	
Yoshiura+2015;	Shimabukuro+2016)



HII	region	size	characterizations
Bubble size statistics from 21-cm tomography 9

Figure 5. MFP results: The left panel displays the BSDs for CCs at three di↵erent redshifts at the resolution of the simulation (dashed)
and at SKA1-Low resolution (solid). The right panel display the size distribution of the LC with the indicated central redshift at the
resolution of the simulation (dashed) and at SKA1-Low resolution (solid). The BSDs for z = 7.3, 6.9, and 6.7 are shown as the curves
from left to right, respectively.

Figure 6. The same as Figure 5 but for the SPA-BSD.
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Figure 5. MFP results: The left panel displays the BSDs for CCs at three di↵erent redshifts at the resolution of the simulation (dashed)
and at SKA1-Low resolution (solid). The right panel display the size distribution of the LC with the indicated central redshift at the
resolution of the simulation (dashed) and at SKA1-Low resolution (solid). The BSDs for z = 7.3, 6.9, and 6.7 are shown as the curves
from left to right, respectively.

Figure 6. The same as Figure 5 but for the SPA-BSD.
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Figure 7. FOF Curves: The left panel shows the volume distribution V

2dP/dV of bubbles in CCs at di↵erent redshifts at the resolution
of the simulation (solid) and at SKA-Low resolution (dashed). The right panel displays the volume distribution of the LC with the
indicated central redshift at the resolution of the simulation (dashed) and at SKA1-Low resolution (solid). The BSDs for z = 7.3, 6.9,
and 6.7 are shown as the curves from left to right, respectively.

ally consistent with the value of x̂v which is 0.12 for this
redshift. The percolation cluster typically emerges around
this value (Furlanetto & Oh 2016). Hence, the reduction in
resolution makes the observable smaller bubbles larger and
percolation cluster smaller. As the percolation cluster dom-
inates the entire ionized volume, the measured ionization
fraction is always lower at lower resolution, consistent with
the results in the previous section.

Furlanetto & Oh (2016) have predicted that the
V

2dn/dV curve for the population of smaller regions deter-
mined by the FOF method should be flat due to the nature of
reionization as a percolation process. We indeed observe this
behaviour at simulation resolution. However, after smooth-
ing the slope becomes positive. Interestingly for all cases,
the slope is such that V

2
dn/dV / V or dn/dV / V

�1. If this
transition to a positive slope is a universal result, FOF-BSDs
from observations could still be used to confirm the percola-
tive behaviour of the reionization process.

5.3 Line-of-sight evolution

The previous subsection described the results for CC, but
the observations will of course deliver LC image cubes in-
stead, where the frequency axis covers the signals from a
range of redshifts. In this section, we consider the impact of
the LC e↵ect.

The right panels in Fig. 5 – 7 show the di↵erent BSDs
for light-cone data of which the central redshift coincides
with the redshift values indicated in the figure. The width of
the light-cone corresponds to a distance of 349 Mpc which is
roughly �z ⇡ 0.80 and is the same as our simulation volume.

We see that the LC e↵ect a↵ects all BSDs, pushing them to
larger sizes than found in the coeval cubes. The smoothing
a↵ects the LC data in a similar way as it does for coeval data.
The largest di↵erence is seen for the FOF distribution at
early times (z = 7.3), where the population of larger bubbles
that appeared in the coeval data after smoothing is absent
in the LC data and the percolation cluster is again apparent.
It should however be noted that conclusions for large regions
are sensitive to sample variance e↵ects as they are based on
only one or two regions.

Datta et al. (2012) showed that the BSD determined
from LC data can be approximated by the one from the co-
eval cube at the central redshift of the LC data. They used
SPA for their analysis and only considered one redshift value.
In Fig. 8, we compare the MFP-BSD for LC data with the
distributions from coeval data corresponding to the highest,
central and lowest redshift contained in the LC. The left pan-
els show the MFP curves for the signal at the resolution of
the simulation and the right panels the same for SKA1-Low
resolution. We see that the MFP-BSD is bracketed between
those for the higher and lower redshift coeval cubes, also for
the smoothed case. The plot also indicates that the BSD for
the central redshift is not a good representation of the one
from the LC data. The LC data reveal the presence of larger
bubble sizes and its BSD appears to fall in between those
from the central and lowest redshifts. The SPA-BSDs (not
shown) exhibit a similar behaviour.

Fig. 9 shows the same analysis for the FOF-BSD. These
results present a mixed message. On the one hand, the sizes
of the percolation cluster for the LC data is larger than at
the central redshift. On the other hand, the distribution of
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“mean	free	path”	measure spherical	average

Giri+2017

Friends	of	friends

• bubble	size	distributions	should	be	measurable	from	SKA	maps,	and	can	be	an	additional	
check	on	the	progress	of	reionization



Roadmap	to	21-cm	treasure	trove

	1)	Observe	the	signal	(some	smart	observers	will	take	care	of	this…)	

	2)	Characterize	the	observed	signal

	3)	Interpret

How	efficient	was	star	formation?		What	role	did	feedback	play?	On	what	scales?		
What	where	the	dominant	stellar	populations?		What	are	the	high-energy	
processes	in	the	first	galaxies?	What	were	their	environments?		etc…



Physical	cosmology
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Planck	2013;	2015
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Physical	cosmology
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Planck	2013;	2015
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confidence	limits	on	
cosmological	parameters	
w/	CAMB	+	cosmoMC	



Astrophysical	cosmology
ß time

21cm	3D!!!	map



Astrophysical	cosmology
ß time

power	spectrum??

21cm	3D!!!	map



Astrophysical	cosmology

Greig	&	AM	(2015;	2017)

ß time

confidence	limits	on	astro	
parameters	

w/	21cmFAST+	21CMMC

power	spectrum??

21cm	3D!!!	map

percent	level	constraints	on	most	parameters	w.	
HERA	and	SKA-low



Conclusions
• The	past	few	years	have	seen	substantial	progress	in	modeling	

reionization,	with	many	techniques	available:	hydro+RT,	N-body+RT,	
semi-numerical,	tiered,	etc…	

• Applying	these	tools	to	current	observations	tells	us	roughly	when	
reionization	occurred,	e.g.	midpoint	around	z	=	7.6-0.7+0.8	(1	σ).		The	
strongest	constraints	come	from	Planck	2016	(integral	constraints),	and	
the	first	detection	from	QSO	ULASJ1120:	<xHI>	=	0.40-0.32+0.41	(2	σ)	at	z~7.	

• However,	we	do	not	know	anything	about	the	astrophysical	sources	and	
sinks.		The	properties	of	sources	and	sinks	are	encoded	in	the	3D	
structure	of	the	21-cm	signal	

• To	quantify	what	we	can	learn,	we	have	a	Bayesian	framework	for	
astrophysical	parameter	estimation,	capable	of	on-the-fly	MCMC	
sampling	of	3D	simulations.	

• Upcoming	21-cm	interferometers	will	constrain	astrophysical	parameters	
to	per	cent	level	precision	

• What	more	can	we	learn??



Extreme	Lintr	<->	Mh

nLAE(z~7)	=	4.1x10-4	Mpc-3	(Ouchi+2010)

xHI	=	0

Sobacchi	&	AM	(2015)

The clustering of LAEs during reionization 3

Here we adopt a different approach. We explore three paramet-
ric prescriptions relating the Ly↵ luminosities to halo masses. Al-
though these models match current observational constraints, they
are not intended to be overly realistic. Rather they are intended to
bracket the allowed range of the clustering signal. Consistent with
z ⇠ 4 observations (e.g. Gronke et al. 2015), we assume the Ly↵
luminosity increases with halo mass:

L

intr
↵ = L

min
↵

✓
Mh

M

min
↵

◆�

� , (2)

where � is a random variable (� = 1 with probability fduty and
� = 0 otherwise), which accounts for the expected bursty star for-
mation inside high-z DM halos (e.g. Lee et al. 2009; Wyithe et al.
2014). The normalization of the intrinsic luminosity in eq. (2) is
governed by the halo mass corresponding to the detection thresh-
old, Mmin

↵ , and the shape of the LF can be parametrized with the
power law index, �. Our fiducial models assume � = 1, though we
also compute correlation functions with � = 2/3 without notable
changes to our conclusions.

Our systematic approach therefore makes use of three ’tuning
knobs’ for the intrinsic luminosity of LAEs: (i) the Ly↵ duty cycle,
fduty, which shifts the LAE LFs up and down; (ii) the normal-
ization, Mmin

↵ , which shifts the LAE LFs left and right, and (iii)
the power-law scaling with mass, �, which flattens or steepens the
LAE LFs. For a given value of (ii) and (iii), changing (i) does not
impact the LAE clustering properties, only the observed number
density of LAEs. In our analysis of the z = 6.6 clustering, we
vary fduty with the neutral fraction of the IGM during the EoR,
in order to fix the observed number density of LAEs to the already-
constrained value of nLAE(z = 6.6) = 4.1

+0.9
�0.8⇥10

�4 Mpc�3 (for
Lintr
↵ ⇠ 2.5⇥ 10

42 erg s�1; Ouchi et al. 2010). Therefore, a given
value of Mmin

↵ requires a higher value of fduty earlier in reioniza-
tion, in order to compensate for the added attenuation of the IGM.2

Instead, (ii) and (iii) do impact the intrinsic LAE clustering.
Their combined impact can be better parametrized in term of the
luminosity-weighted average host halo mass:
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where n(Mh) is the halo mass function (HMF) at z = 6.6 (e.g.
Jenkins et al. 2001). The HMF is quite steep over the relevant range,
so that ¯

Mh is at most a factor of few higher than M

min
↵ for rea-

sonable values of � ⇠ 1, with the faintest, most abundant LAEs
dominating the intrinsic clustering. Below, we keep � = 1 and
vary the normalization in order to change the intrinsic clustering
properties, as parametrized by the luminosity-weighted mean halo
mass. Although they do not impact our clustering conclusions, we
do show some models with different values of �, illustrating that
more accurate LFs could constrain this scaling.

We take three models for ¯

Mh, spanning the allowed range:

• Most massive halos, ¯

Mh ⇡ 2⇥ 10

11
M�: this relation max-

imizes the intrinsic clustering of LAEs by assuming that the ob-
served LAEs are hosted in the most massive, most intrinsically
clustered DM halos. This is achieved by using a duty cycle of

2 The exception to this procedure is the “most massive halo” model below,
which assumes a duty cycle of unity. As the duty cycle cannot be further
increased, for this model we allow lower observed number densities during
the EoR. However, as we shall see below, this extreme model is already
ruled out.

unity, fduty = 1, which results in an average halo mass of ¯

Mh ⇡

1.8 ⇥ 10

11
M�, when normalized to the observed LAE number

density.
• Least massive halos, ¯

Mh ⇡ 3⇥ 10

9
M�: this relation is cho-

sen to minimize the intrinsic clustering of LAEs. LAE populate
DM halos down to masses of Mmin

↵ = 10

9
M�. This is an extreme

value, corresponding to the conversion of all halo baryons into stars
inside a single dynamical timescale, with all Ly↵ photons escaping
the galaxy3 Matching the observed LAE number densities in this
model requires a duty cycle fduty ⇡ 0.001, assuming a mostly-
ionized Universe.
• Moderately massive halos, ¯

Mh ⇡ 2 ⇥ 10

10
M�: this rela-

tion is chosen as an intermediate between the two extremes above,
and is in approximate agreement with the previous best-fit values
obtained from the clustering of LAEs at z ⇠6–7 (e.g. Ouchi et al.
2010). The corresponding duty cycle is fduty ⇡ 0.02, assuming a
mostly-ionized Universe.

2.1.1 Instrinsic line profiles

The intrinsic profile of the Ly↵ line is set by radiative transfer
trough the ISM and CGM, and depends on dust, DLAs, geometry
and gas kinematics (e.g. see the recent review by Dijkstra 2014).
All of these processes are highly uncertain in high-z galaxies. Here
we merely evaluate the IGM absorption at a fixed velocity off-
set from the systemic redshift, chosen in our fiducial model to be
�v =200 km s�1 (e.g. Shibuya et al. 2014; Stark et al. 2014; So-
bral et al. 2015). We also show results using �v =100 km s�1 in
Fig. A1, which serve to highlight that, unlike EoR constraints based
on the (evolution of the) LAE number density, our large-scale clus-
tering constraints are extremely insensitive to the chosen line pro-
file. This is because we do not discriminate EoR models based on
the observed LAE number density, nLAE(z = 6.6), as this quantity
depends on both intrinsic and EoR properties. As discussed above,
we instead evaluate clustering at a fixed number density (see also
Jensen et al. 2014), effectively adjusting our free parameter fduty

3 The minimum mass of the halos hosting visible LAEs (with Lintr
↵

⇠ 2.5 ⇥ 1042 erg s�1 can be crudely estimated by the following ar-
gument (c.f. Mesinger & Furlanetto 2008b): assuming that about 2/3 of
the ionizing photons absorbed within the galaxy are converted into Ly↵
photons (Osterbrock 1989), one can write the conversion as Lintr

↵ =
0.67 ⇥ h⌫↵ (1� fesc) ⇢̇⇤"�T�,res, where ⌫↵ is the rest-frame Ly↵ fre-
quency, fesc is the escape fraction of ionizing photons, ⇢̇⇤ is the star
formation rate (SFR), "� is the ionizing photon efficiency per stellar
mass and T�,res is the fraction of Ly↵ photons which escape from the
galaxy without getting resonantly absorbed. Assuming that galaxies con-
vert a fraction, f⇤, of their gas into stars over some mean time-scale,
t⇤, and that fesc ⌧ 1, one can write the above relation as: Lintr

↵ ⇠
2⇥10�12

⇣
"�f⇤T�,res

t⇤

⌘
Mh erg s�1. We obtain our most extreme model

for Lintr
↵ (Mh) by maximizing "�f⇤T�,res/t⇤: "� = 6 ⇥ 1060 ionizing

photons M�1
� ( corresponding to a PopII IMF with Z = 0.04 ⇥ Z⇤ from

Schaerer 2002), f⇤T�,res = 1, t⇤ ⇡ 200 Myr corresponding to the dy-
namical time at z ⇠ 7. These extreme assumptions result in the relation
Lintr
↵ ⇠ 2 ⇥ 1042

�
Mh/109M�

�
erg s�1, corresponding to a minimum

mass-scale ⇠ 109M� for the faintest LAEs in the Subaru Ultra Deep sur-
veys. Nevertheless, this estimate is very rough, and it is theoretically possi-
ble to detect extremely young star-bursts in any halo massive enough to host
a galaxy (above the atomic cooling threshold). We explore this even-more-
extreme possibility in the Appendix (Fig. A3), showing that our conclusions
remain unchanged, since ACFs are very weak functions of halo mass this
far below the knee of the HMFs.
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so that ¯
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do show some models with different values of �, illustrating that
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The	time	is	now!
• 1st	gen.	interferometers	are	already	taking	data,	ruling-out	

extreme	models	with	no	heating

incoherently combine independent power spectrum measure-
ments made at different times and with different baseline
groups using the median statistic. As described in Section 5.4,

we bootstrap over all of these independent measurements, as
well as over the selection of baselines included in the power
spectrum analysis for each baseline group, in order to estimate

Figure 17. Absolute value of the cumulative mean (left) and median (right), as a function of number of modes of the power spectrum band power for k& modes
ranging from −0.49 (red) to h0.44 Mpc 1- (violet). Here, modes are defined as samples from different redundant baseline groups and LSTs. This Allen variance plot
shows modes averaging down as the square root of number of modes combined until a signal floor is reached. The difference in behavior between the mean and
median is an indication of outliers in the distribution of values, likely as a result of foreground contamination. We use the median in the estimation of the power
spectrum in Figure 18, along with a correction factor compensating for the difference between the mean and median in estimating variance.

Figure 18. Measured power spectrum (black dots with 2σ error bars) at z = 8.4 resulting from a 135 day observation with PAPER-64. The dashed vertical lines at
h0.6 Mpc 1- show the bounds of the delay filter described in Section 3.3. The predicted 2σ upper limit in the absence of the a celestial signal is shown in dashed cyan,

assuming T K500sys = . The triangles indicate 2 σ upper limits from GMRT (Paciga et al. 2011) (yellow) at z = 8.6, MWA (Dillon et al. 2014) at z = 9.5 (magenta),
and the previous PAPER upper limit (P14) at z = 7.7 (green). The magenta curve shows a predicted model 21 cm power spectrum at 50% ionization (Lidz
et al. 2008).
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The	time	is	now!
• 1st	gen.	interferometers	are	already	taking	data,	ruling-out	

extreme	models	with	no	heating
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The	time	is	now!
• 1st	gen.	single-antenna	instruments	are	ruling-out	

extreme	models	with	a	rapid	reionization8 MONSALVE ET AL.

Figure 7. Summary of reionization constraints from existing astrophysical observations. Under the standard assumption of a hot IGM, EDGES rules out
reionization models across the range 14.4 � zr � 6.6 (blue region). The peak 2� rejection corresponds to a duration �z = 1.0 at zr ⇡ 8.5. SPT reported an
estimate (horizontal dashed line) and an upper limit (red region) for �z from measurements of the kSZ power in the CMB power spectrum (George et al. 2015).
They defined �z as the range over which the ionized fraction (i.e., 1 - xHI) increases from 0.2 to 0.99, and assumed the CMB optical depth reported by WMAP.
The Planck estimate (vertical dashed line) and limits (hatched regions) for zr shown here assume a redshift-symmetric tanh form for xHI and no prior for the
end of reionization redshift (Planck Collaboration et al. 2016). We also show a conservative generic upper limit (green region) of the form �z < 2(zr - 6) to
represent constraints from the spectra of high-z quasars, galaxies, and gamma ray bursts (Bouwens et al. 2015). Finally, we show specific reionization estimates
from Robertson et al. (2015) (magenta diamond), Mitra et al. (2015) (cyan diamond), and Greig & Mesinger (2017a) (yellow diamond for their ‘gold sample’
and black crosses for other cases they considered). EDGES provides a unique constraint, ruling out fast reionization scenarios. Modest additional improvements
in EDGES performance will make it possible to directly probe the current best estimates for reionization.

from zr = 8.8, derived after applying the prior z> 6 for the end
of the EoR, to zr = 7.2, combining their temperature and polar-
ization measurements with high-` data from SPT (George et
al. 2015) and ACT (Das et al. 2014). We also incorporate in
the figure reionization estimates by Robertson et al. (2015),
Mitra et al. (2015), and Greig & Mesinger (2017a), which
themselves have been derived from different combinations of
constraints. In this context, EDGES uniquely contributes to
reducing the allowed phenomenological parameter space for
a hot IGM reionization by ruling out tanh-based models with
duration �z < 1.2 at significance levels between 1� and 9�.

4.2. Cold IGM Reionization
Next, we probe models produced under the other extreme

assumption of no IGM heating by X-rays before or during
reionization. This condition results in a large global 21 cm
signal observed only in absorption. In particular, the ampli-
tude of 21 cm absorption signal follows the adiabatic cool-
ing of the IGM until, at the low-redshift end, the trough ends
purely due to the extinction of neutral hydrogen during reion-
ization.

The cold IGM models are generated analytically by assum-
ing (1) perfect Ly↵ coupling at early times such that Ts = TIGM

in our observed redshift range, and (2) no X-ray or other heat-
ing, thus the IGM continues to cool adiabatically throughout
reionization. As with the hot IGM scenario, in these models
the reionization histories follow Equation (12) where the only
parameters are the redshift and duration, for which we sample
the ranges 14 � z � 6 and 0.1 �z  4, respectively. The re-
sulting CMB optical depth for these models covers the range
0.128 � ⌧e � 0.038, which is significantly broader than the
range currently prefered by Planck, of 0.07 � ⌧e � 0.046 at
68% confidence (Planck Collaboration et al. 2016). The mod-
els have absorption peaks in the range ⇡ 200 - 370 mK. As
before, the only 21 cm fit parameter is the model amplitude.

Figure 8 presents the rejection results for the cold IGM
reionization models. We reject a wide range of models, with
durations of up to �z ⇡ 3 at 1� significance, and signifi-
cances of up to ⇡ 60� for durations �z < 0.5. The aver-
age rejection limit across the probed range is �z ⇡ 2.2. In
the parameter estimation, the highest sensitivity to these mod-
els is achieved using a single 100 MHz window (i.e., the full
spectrum) and five polynomial terms. The envelope of the
rejection region shows the characteristic shape expected for
a fit model consisting of a tanh reionization transition and

Monsalve+	(2017)



The	time	is	now!
• 2nd	gen.	interferometers,	HERA	&	SKA1,	are	coming	in	the	

next	few	years,	bringing	high	S/N	detections	throughout	
the	Cosmic	Dawn
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