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What	are	we	trying	to	do?

• Determine	the	instrumental	limitations
• Detect	and	remove	RFI
• Measure	ionospheric	effects,	and	resolve
• Optimise the	calibration	model
• Characterise the	foreground	emissions
• Process	huge	complex	datasets;	manage	
software	pipelines

Statistically	detect	the	EoR signal	6 ≲ 𝑧 ≲ 10
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Realistically:	understand	and	design	
the	SKA	EoR experiment



MWA	Phase	II

Enhanced	Core:
72	tiles	in	2	redundant	
hexagonal	arrays

Extended	baselines:
56	tiles	in	baselines
from	3km	up	to	5	km

BUT	only	128	tiles	available	at	one	time



MWA	Phase	III

• Design	and	build	new	receivers
• Funding	not	secured
• New	partners	in	Phase	II
– Japan
– China
– [India,	changed	US	collaboration]

• New	partners	will	be	required	for	Phase	III



Implications	for	EoR

• Phase	II
– Extended	baselines	à higher	resolution	à
improved	sky	model

– Redundant	hexagons	à hybrid	calibration	à
optimising the	array	configuration

• Phase	III
– Removal	of	instrumental	‘features’
– Full	256	tiles



What	have	we	learned?

• Redundant	pipelines	– Jacobs+16
– End-to-endàmetric	à iteration

• Polarisation leakage:	self-calibration?
– Lenc+16

• Know	the	beam:	measure	it
– Neben+15

• Systematics	in	the	signal	path



MWA	Pipeline	Strategy
1. Redundancy

cf particle	physics

2. Metric

Jacobs	+	2016

No one pipeline to rule them all

Jacobs et al 2016 arxiv 1605.06978
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• Redundant	pipelines	– Jacobs+16
– End-to-endàmetric	à iteration

• Polarisation leakage:	self-calibration?
– Lenc+16

• Know	the	beam:	measure	it
– Neben+15

• Systematics	in	the	signal	path

• FOR	EoR EXPERIMENT,	INCREMENTAL	BUILDOUT



Best	limits	from	MWA

Beardsley+16

• 32	hours	quality	data
• 6.5<z<7.1
• Foreground	limited



Best	limits	



Peeling	Onions
by	Adrienne	Rich	

Only	to	have	a	grief
equal	to	all	these	tears!

….

joy

First	published	in Snapshots	of	a	Daughter-in-Law (NY:	Harper	&	Row,	1963



What	have	we	learned
• Determine	the	instrumental/calibration	
limitations

• Detect	and	remove	RFI:	Offinga+15
• Measure	ionospheric	effects,	and	resolve
• Optimise the	calibration	model*
• Characterise the	foreground	emissions
• Process	huge	complex	datasets;	manage	
software	pipelines

• *Bart	Pindor’s talk	after	the	break
• *Ronniy Joseph’s	talk	after	lunch



Just	how	good	does	our	calibration	
need	to	be?EoR Calibration Requirements 5

Figure 4. The subtraction of a residual 2D PS with traditional per-frequency antenna calibration methods (left) and a reference residual 2D PS without
simulated calibration e↵ects (middle) to create a di↵erence 2D PS (right). Red indicates a relative excess of power, and blue indicates a relative depression of
power. Spectral contamination power at all modes in the EoR window is evident. The most sensitive, theoretically contaminant-free EoR modes have excess
power on levels of 107 mK2 h�3 Mpc3, making the measurement impossible with reasonable calibration catalogue errors and traditional per-frequency antenna
calibration.

calibration errors are only on the order of 1 part in 103 in this sim-
ulation. However, this varied spectral structure in the calibration
solutions is enough to couple power from the bright, intrinsic fore-
grounds to the Fourier modes in the EoR window. This fills every
possible EoR measurement mode with foreground power.

Not only are sensitive regions of the EoR window dominated
by coupled power from intrinsic foregrounds, but there is a cor-
responding depression of power in the foreground wedge as well.
This is also the result of small spectral deviations captured in the
calibration solutions. The measured fluxes of modelled sources do
not accurately reflect the true fluxes due to the residual PSF of un-
modelled sources. Allowing calibration solutions to be modified by
this residual structure results in overfitting and over-subtraction.

Using the modulation theorem, we can quantitatively associate
the level of contamination seen in the PS with the observed calibra-
tion errors. Data that is modified by spectrally variant calibration
solutions is Fourier transformed into PS space, and the modula-
tion theorem of Fourier transforms results in mode-mixing between
the modes of the unmodelled spectral structure and the bright fore-
ground wedge. This couples the response of foregrounds with cali-
bration deviations along the frequency axis.

Excess power can be estimated given a modulated signal

h(⌫) = f (⌫) (1 + �g cos ⌘0⌫) , (1)

where h(⌫) is the modulated instrumental response as a function of
frequency, f (⌫) is the original instrumental response as a function
of frequency, ⌘0 is the Fourier dual of a mode in the amplitude
deviations of the calibration gain, and �g is the amplitude deviation
associated with the frequency mode ⌘0. The modulation theorem
results in the Fourier transform

H(⌘) =
�g
2

F(⌘ � ⌘0) +
�g
2

F(⌘ + ⌘0) + F(⌘). (2)

Fourier transforms of the original signal f constructs signal at ⌘,
⌘�⌘0, and ⌘+⌘0. Equation 2 is squared to obtain the PS, and cross-
terms between F(⌘) and F(⌘±⌘0) can be neglected since overlap is
small for an ⌘0 in the EoR window. An order of magnitude estimate
of the positive power spectrum of this modified signal is

O(|H(⌘)|2) ⇡ O(|F(⌘)|2) + O
 �����
�g
2

F(⌘ ± ⌘0)
�����
2!
. (3)

As a result, the modulated power response O(|H(⌘)|2) has power
contributions as a function of ⌘ and, to a lesser extent, ⌘±⌘0. When
all ⌘ and ⌘0 values are considered, the result is equivalent to the
convolution of the foregrounds with the Fourier transform of the
calibration deviations.

For small ⌘ values, intrinsic foregrounds dominate. Power
will be modulated from these intrinsic foregrounds into any fre-
quency mode ⌘0 captured in the amplitude deviations in calibra-
tion. Given simulation values of the intrinsic foregrounds (O(Pk0 ) ⇡
1014 mK2 h�3 Mpc3) and the amplitude deviations (O(| �g

2 |2) ⇡ 10�7,
or a �g of order 1 part in 103), the excess contamination in fre-
quency mode ⌘0 of the PS is estimated to be 107 mK2 h�3 Mpc3.
This agrees with the level of contaminated power in Figure 4 gen-
erated by calibration simulations.

The satisfactory performance of traditional per-frequency an-
tenna calibration depends on a highly accurate calibration cata-
logue. When we use the same sources to generate the sky and cal-
ibration models — even with an added EoR signal — the result-
ing calibration and foreground suppression in the PS is excellent,
as seen in Figure 3. However, this is not a realistic situation for
current and planned EoR observatories. When the calibration cat-
alogue is not perfect, traditional per-frequency antenna calibration
distributes spectral power and overwhelms the faint cosmological
signal as seen in Figure 4. This sets very strong constraints on the
accuracy of the calibration catalogue if the traditional calibration
approach is to be used for EoR measurements.

4 MITIGATION BY SMOOTH CALIBRATION
SOLUTIONS

Spectral contamination in the EoR window from traditional cal-
ibration techniques necessitates mitigation. If the instrument is
spectrally-smooth across the frequency band, we can use this as
a prior that must be met in our calibration solutions. We explore
constraining the spectral variation of the calibration to be smooth
relative to the band size to avoid contamination of the EoR window.
However, non-smooth spectral features of the instrument must be

MNRAS 000, 1–10 (2016)

An	idealised model	of	the	effect	of	calibrating	on	4000/6950	sources	(left)
and	all	sources	(middle)	giving	the	difference	on	the	right.

Barry+2016

Requirements	for	detection	of	EoR signal:
• High	fidelity	calibration	catalogue
• Very	smooth	instrumental	spectral	response:	
• 1	part	in	105 across	8MHz

• Identical	antennae



Characterise the	ionosphere	
à ‘Clean’	data

Ionospheric characterisation over the MRO using the MWA 5
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Figure 1. Scatter plot for the dominant eigenvalue determined by PCA vs. median ionospheric offset for each observation. Each of the types of ionospheric
activity described in Section 4.1 are highlighted here; examples of each type can be seen in Fig. 2. The fractional size of each population is approximately 74,
15, 2.3 and 8.4 per cent for types 1 through 4, respectively. The contour levels indicate the density of observations, and are at 90, 60 and 30 per cent.

analysis exacerbates differences between STEC (which we measure)
and VTEC (which is elevation dependent). When performing our
spatial ensemble analysis, we considered this point, but found no
significant effect that would cause a bias in the phase variance.

4.2.2 Phase variance of a temporal ensemble

If the conditions of the ionosphere vary spatially, particularly over
the large field-of-view probed instantaneously by the MWA, then
a spatial ensemble average may over-estimate the phase variance,
thereby under-estimating the diffractive scale. If we follow the meth-
ods of Mevius et al. (2016) to track a single, bright calibrator tempo-
rally, then we probe a more contained region of the ionosphere. Fig. 5
displays the reconstructed phase variance estimates for Type 1 and 4
ionospheres. The corresponding estimated scales are rdiff > 10 km
and rdiff > 3.1 km for types 1 and 4, respectively. The anisotropy is
evident in the Type 4 data, where baseline vectors perpendicular to
the principal component yield very small variance estimates.

By construction, this analysis with MWA baselines utilises a
power-law index of 2. However, pure Kolmogorov turbulence has an
index of 5/3, and Mevius et al. (2016) measure an average index of
1.89. To determine the diffractive scales with a slope that is purely
turbulent for these data, we can use the phase variance at the average
baseline length of the MWA (2.2 km) and extrapolate using a slope
of 5/3. This places the upper limits of rdiff to be 32 and 27 km for
Type 1 and 4 data, respectively.

When the source offsets are highly anisotropic, the diffractive

scale does not have a physical definition that can be associated with
a turbulent scale size, and the two methods yield comparable results.
When the data show turbulent-like structure, the temporal average
yields larger diffractive scales, due to an irregular structure in the
ionosphere. From these results, we suggest that the typical diffrac-
tive scales of extremely active ionospheric data is approximately
a few kilometers, while inactive ionospheric data has a diffractive
scale on the order of ten kilometers. The temporal-average scales
reported by Mevius et al. (2016) using LOFAR are broadly consis-
tent with ours, after converting their results from a 150 MHz basis
to our 200 MHz.

4.3 Temporal properties

At present, the temporal behaviour of the ionosphere is not well
characterised. In order to calibrate their instruments, low-frequency
radio astronomers are interested in coherence-time lengths of iono-
spheric activity, as well as some forecasting ability for the remaining
night-time hours. Fortunately, using EoR datasets, we are able to
analyse temporal ionospheric variations over many hours.

4.3.1 Celestial frame variation

Temporal ionospheric coherence may be examined by application
of the two-point correlation function:

MNRAS 000, 1–13 (2017)

Jordan+17

Two	statistics	are	sufficient	to	characterise the	ionosphere
Sufficiently	quiet	ionosphere	~74%	of	the	time
100-200	pierce	points	sufficient	for		real-time	measurement
Ionospheric	activity	tends to	remain	stable	across	a	night

6 C. H. Jordan et al.
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Figure 2. Four observations with their ionospheric offsets overlaid on their corresponding reconstructed TEC scalar fields. The units of the colour-scale for each
plot are TECU (or 1016 m−2). Each ionospheric offset is colour-coded according to its direction, and is scaled by a factor of 60. The reconstructed TECs have
had their minimum values subtracted, to remove the arbitrary constant of integration. Note that ionospheric offsets are derived from an observing frequency of
200 MHz, and we assume a height of 400 km in order to calculate the TEC units.

ρ(t) =

〈(
O(t) −

〈
O(t)

〉) (
O(t + ∆t) −

〈
O(t + ∆t)

〉)〉
σ(t)σ(t + ∆t)

where O(t) represents the ionospheric offsets at the observation
time t, and the ensemble average is performed spatially across pix-
els in the reconstructed STEC. For this analysis, we use only the
ionospheric offsets in the l-direction; note that the l-direction is
typically orthogonal to ionospheric structures seen in Type 3 and 4
data.

It should be noted that the EoR datasets used in this work have
used a ‘drift-and-shift’ observing strategy: over the course of the
observations, the pointing centre is periodically changed to keep
the EoR-0 field close to the centre of the primary beam. While it is

possible to analyse temporal correlations of the ionosphere across an
entire evening, they will be affected by systematic effects, such as a
direction-dependent primary beam, as well as introducing different
parts of the ionosphere for every ‘shift’. Thus, because of the drift-
and-shift observing mode, we must analyse observations available
between adjusted pointing centres if we wish to avoid bias.

Fig. 6 shows this celestial-frame analysis applied to each of
the four designated types of ionospheric activity. The observation
ranges used within this plot are 1126972456 to 1126974168 for
Type 1, 1133350400 to 1133352104 for Type 2, 1129559208 to
1129560920 for Type 3 and 1125764328 to 1125766040 for Type
4. Each of these observation ranges are within a ‘shift’ of the ob-
serving mode, to mitigate systematic biases. The errors in Fig. 6 are
determined with:

MNRAS 000, 1–13 (2017)

Examples	of	4	types	of	structure



The	Beam
Neben+ 2015	
• Test	tile	at	
Greenbank &	
ORB-COMM

• Measured	&	
Model	(solid	lines)

• Difference
(vertical	lines	à FWHM	~23	
deg @137MHz)



An	MWA	tile

• 4x4	grid	of	cross-dipole	
antennas

• Electronically	beam-
formed	to	create	a	
primary	beam	response

• Accurate	modelling	
requires	mutual	coupling	
(Sutinjo et	al.	2015)

• Regular	spacing	of	
antenna	gives	grating	
sidelobe pattern	(plotted	
down	to	10° altitude	
here)

Zenith	pointing	at	137	MHz

Tile	S23	(used	in	this	experiment)

dB

Jack	Line,	Ben	McKinley,	
Jarryd	Rasti,	Mohit Bhardwaj



Measuring	a	beam	shape

• Need	a	locatable	
radio	emitter	
(satellite)

• Must	account	for	
beam	shape	of	
satellite
• Use	a	reference	
antenna	with	
known	beam	
response (single
MWA	dipole)

• Divide	reference	by	
model,	and	apply	to	
antenna	under	test

Reference Tile



Experimental	setup
• One	receiver	box	
connects	to	8	tiles

• Tap	into	raw	output	
of	each	beam	former	
directly	using	RF	
explorers

• Happens	before	any	
digitisation of	signal	
path

• Record	data	from	RF	
explorers	using	
Raspberry	pi

• Similar	setup	for	2	
reference	antennas

RF	Explorers

Raspberry	pi



Challenges
• Must	match	all	
satellites	to	a	
frequency	channel	
using	ephemeris	only

• Satellites	can	
sometimes	pulse
• Pi	recording	
reference	and	tile	
data	are	not	
perfectly	time	
matched

• Make	data	quality	
cuts	to	match time 
steps – lose ~15%	
of	data

Waterfall	plot	of	20	mins	of	data	– shows	
time	versus	frequency.	Each	channel	has	a	
bandwidth	of	10	kHz



Measured	beam	shape	for	4	tiles
• Map	each	satellite	
pass	onto	regular	
healpix grid	and	
correct	tile	data	by	
reference	
antenna/model
• Take	median	of	
each	healpixel

• Normalise beam	to	
zenith

• Data	taken	
between	17th	Aug	
and	5th	
September	2017



Measured	beam	shape	for	4	tiles

• Take	a	slice	across	
the	beam	from	
East	to	West	and	
compare	to	the	
Sutinjo et	al.	2015	
model



Embedded	
model	

comparison
• Overall	good	

agreement	
shown	– error	is	
the	median	
absolute	
deviation	of	
each	healpixel

• Tile	S21	
sidelobes differ	
by	>=	10dB	–
this	is	big!

• Need	to	check	
reference	
antenna	is	
behaving



• Same	
comparison	but	
North	to	South	
slice

• Similar	
difference	in	
left	sidelobe
• Possibly	due	

to	reference	
– under	
investigation

Embedded	
model	

comparison



Questions	
• Does	the	beam	model	match	the	data?
• Is	the	beam	the	same	from	tile	to	tile?

• Measured	at	~137MHz	– not	where	we	are	
taking	data

• So	far,	only	zenith	pointings

Caveats



What	happens	if	a	dipole	dies?

FIGURE 4.2: Simulated Beam pattern of each of the three configurations. The top left image
is the beam pattern of the MWA tile at 170 MHz with all dipoles functioning properly. The top
right,bottom left and bottom right images are of the Beam patterns of MWA tile at 170 MHz
with configuration A, B AND C respectively.

is highly likely that it will effect the observation. From the figure 4.2, we can see that
all three configurations show significant deviations. Hence, to study these deviations
quantitatively, one need to device a methodology which deals with each of these con-
figurations systematically. Here, to study the effect of each of these configurations on
the original modelled beam pattern (with no dipole ,missing), we use the difference and
ratio images.Before discussing about difference and ration images, I want to comment
on the current data analysis scheme in use for such configurations. The data collected
from all three configurations is processed using the beam shape of no dipole missing
configuration. Hence, this process produces the error in the actual data. Through this
experiment, I want to find out how much that is. Difference image is produced when I
take point-by-point difference of the fits image of the missing configuration from the no-
dipole-missing beam map. The difference images of all three configurations are shown
in figure 4.3. Similarly, for ratio image, I perform the point-wise division by the missing
configuration image of the no-dipole-missing beam map. Note that in the ratio image,
all points with dinominator is zero is not considered in the analysis. The ratio images of
the three configurations are shown in figure 4.4.

From these images, we can see that, the missing dipoles not only effect the sides
but also the main lobe of the MWA tile beam. Hence, all three configuration indeed
produce some systematics in our data processing and to work out the amount, we are

62

FIGURE 4.3: Difference images of each of the three configurations

FIGURE 4.4: Ratio images of each of the three configurations

using the procedure which is shown via flow diagram in image [3]. In next section , we
implemented this methodology to estimate the significance of the the deviations resulted
from each of the missing dipole configurations.

63

Bhardwaj

• 3	configurations
• Persistent	perturbation

• Ratio	cf regular	tile



Sky	model

• Fidelity	of	sources	– both	in	field	and	in	the	
sidelobes

• Modelling	extended	sources
• Diffuse	backgrounds
• Effect	of	unresolved	source	clustering	– note	
Steven	Murray’s	talk	on	Friday

• (Super-)Resolution



Resolution	– super-resolving

• Is	the	resolution	of	our	telescope	sufficient?
• Can	we	use	higher	resolution	data	to	improve	
source	characterisation?

• What	are	the	optimum	scales?
• Can	we	determine	optimal	scales	analytically?

• Use	other	telescopes	or	other	frequencies?



Dealing	with	extended	sources

Shapelets are	being	used	to	model	extended
sources;	subtraction	either	in	the	image	or	UV	
plane.		And	then	there’s	the	Milky	Way!
Based	on	Hi-res	GMRT	images.

Jenny	Riding	



MWA	(GLEAM)	sources	matched	to	higher	resolution	
TGSS	catalogue	à 87%	Singles		+	doubles	&	complex	

MWA EoR1 foregrounds 9

Figure 5.: (Left) Data: Ratio of residual power in the power spectrum when closely-spaced doubles are subtracted
as double sources, relative to when they are subtracted as point sources; (Right) Di↵erence in power from peeling
non-point sources correctly, and as point sources (P (V

DR

� V
PNT

)).

obtained with the extended models, with decrements
ranging from 1 to 8% from the point source model back-
ground levels.
On the other hand, we expect to find striking di↵er-

ences when comparing the residuals of the peeled ex-
tended model vs the point source model for the same
source. For most of the sources, the Gaussian model
resulted in a substantial improvement, already visible
by eye when looking at the residuals after peeling the
catalogues (e.g. Figure 8). More quantitatively, we se-
lect regions covering the subtraction residuals and com-
pute min, max, and r.m.s. of the pixel values. Being
the selected area free of spurious sources, we assume
that smaller r.m.s. values indicate a better subtraction
of the source. As expected, the magnitude of the im-
provements varies from source to source and the most
important weighting factor here is the morphology of
the considered source. In fact, the subtraction of the
most extended sources greatly benefit from the Gaus-
sian modelling.
We find that ⇠ 60% of the residuals shows improve-

ments when the extended models are used during the
source subtraction. However, if we set the background
noise level to 14 mJy (average on four source-free re-
gions near the beam centre of the primary beam cor-

rected image) only 16 sources show a clear improve-
ment, while the r.m.s. di↵erence of the remaining 51
sources falls within the noise level3. This conclusion
aligns with the improvement in residual power described
in Section 3. We find that apart from three cases, the
same happens for the sources that seem to not benefit
from the extended models. Figure 7 gives a summary of
the results just discussed.

4.3 Impact on EoR power spectrum

Ultimately, we want to assess if precise source modelling
has an impact on EoR cosmological signal detection.
As briefly discussed in Sec. 3, the analysis in k-space
predicts that extended sources are able to push more
power toward larger k modes compared with the case
in which only point sources are present in the model and
in practice contribute to have more power on all scales
in the PS. Overall we find slightly more power leftover
at larger k? modes when subtracting the sources in-
correctly. The results show qualitative agreement with

3These numbers are retrieved using the r.m.s. of the residuals
as a reference. Replicating the same computation using the min
(or max) as a proxy for the di↵erences the number of improved
models rises sensibly.

PASA (2017)
doi:10.1017/pas.2017.xxx

Procopio+	17

Ratio	and	difference
plots:	higher	resolution
modelling	v.	point
source	modelling
à Quantitaive estimate	



What	have	we	learned
• Determine	the	instrumental/calibration	
limitations

• Detect	and	remove	RFI:	Offinga+15
• Measure	ionospheric	effects,	and	resolve
• Optimise the	calibration	model*
• Characterise the	foreground	emissions
• Process	huge	complex	datasets;	manage	
software	pipelines

• *Bart	Pindor’s talk	after	the	break
• *Ronniy Joseph’s	talk	after	lunch



Next	steps	for	MWA	EoR

• QA	implementation
• Improved	sky	model
• Improved	calibration	model,	including	hybrid
• More	data	processed

• Many	more	detailed	end-to-end	simulations

DATA
2	Observing	Bands

Low	139	– 169	MHz
1800	Hrs

High	168	– 197	MHz
1600	Hrs

2+1	Fields
Driftscan 600	Hrs



Thank	you




