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Why cross correlation ?

Correlation between 21cm signal and LAE distribution ?

・Reduce foreground contamination
・Confirmative detection of the 21-cm signal

Objective
Estimate the detectability of 21cm - LAE cross power spectrum(CPS), 
and the astrophysical foreground contamination. 

・Lyman-α Emitter (LAE) : high-z galaxy, a candidate for ionizing source
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Figure 7. Same as Fig.5, but in SKA1-Ultra deep at redshift
z = 6.6 (top) and z = 7.3 (bottom).
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Figure 8. Same as Fig.6, but in SKA1-Deep at redshift z = 6.6.

PFS(SN>1), while it is marginal without PFS. Thus, with
the SKA, we could study the evolution of cross-correlation
at the late stage of the EoR. Further, in case of z = 6.6, the
SKA can probe much smaller scales than the MWA. Espe-
cially, with PFS, the sensitivity is able to detect the signal at
scales as small as k ∼ 1 Mpc−1 and the turnover of the cross
correlation could be detected. This point will be discussed
later in the next section again.

Next, let us compare the detectability for the three EoR
models. Figs. 9 and 10 represent the signal and sensitivities

Table 2. Total S/N ratio of the cross-power spectrum for the mid
model. In Deep field survey, the S/N ratios are also shown in the
case of extended survey area and observation time per pointing
(depth) by a factor of 3, respectively.

PFS z UD Deep area ×3 depth ×3

on
6.6 0.42 1.0 1.7 1.2

MWA
7.3 0.13 - - -

off
6.6 0.34 0.79 1.4 0.97

7.3 0.081 - - -

on
6.6 4.1 11 20 11

SKA
7.3 2.6 - - -

off
6.6 2.3 4.9 8.5 6.5

7.3 1.1 - - -

Table 3. Comparison of total S/N ratio of the cross-power spec-
trum in the early, mid, and late models. The S/N ratios are shown
in the cross-correlation with Deep field survey.

PFS early mid late

MWA
on 0.14 1.0 4.3

off 0.079 0.79 2.5

SKA
on 7.5 11 31

off 2.5 4.9 15

for early and late models with MWA-Deep survey and SKA-
Deep survey, respectively. The average neutral fraction at
z = 6.6 is 0.0015 and 0.44 for early and late models, respec-
tively, while it is 0.017 for mid model. The amplitude of the
cross-correlation signal is largely determined by the average
neutral fraction, and the signal is smaller (larger) for early
(late) model compared with mid model. The ratios of the
signal amplitude at large scales are about 3 between early
and mid models and between mid and late models. As we can
see, the detectability strongly depends on the EoR model.
For early model, it is very hard for the MWA to detect the
signal. The S/N ratios are 0.14 and 0.079 with and without
PFS, respectively, while they are still relatively high for the
SKA: 7.5 and 2.5 with and without PFS, respectively. On
the other hand, for late model, the MWA could detect the
signal even without PFS, while the signal could be detected
at relatively small scales (k ! 0.3 Mpc−1) with PFS.

Next, to understand the sensitivity curves given above,
we compare error components in Eq. (27): P21Pgal, P21σg,
σNPgal and σNσg. The first one is a pure sample variance, the
second and third ones are combinations of sample variance
and observation errors, and the last one is a pure obser-
vational error. We do not show P 2

21,gal because it is always
smaller than P21Pgal by a factor of the correlation coefficient.
Fig. 11 shows the error budgets of MWA-Deep survey and
SKA-Deep survey with PFS for mid model. For MWA-Deep
survey, σNPgal and σNσg are dominant at all scales. There-
fore, a reduction in σN, the thermal noise of the MWA, by
increasing observing time and/or number of antennas is ef-
fective to enhance the detectability. On the other hand, in
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The 21cm-LAE CPS can be observed with either MWA and SKA_LOW 
, in tandem with Subaru Hypersuprime Cam - Prime Focus Spectrograph 

The error formula of CPS measurement

21cm PS Noise FG PS LAE PS Shot noise 
+ 
z error

2�2
21,gal = P 2

21,gal + (P21 + N21 + PFG ) (Pgal + Ngal )

Result from  
Kubota, SY + 2017  
(arXiv : 1708.06291)

SKA + HSC

Signal

SKA + HSC + PFS
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Credit: Natasha Hurley-Walker 

Observation

Copyright : HSC-SSP and NAOJ

128 Tiles 
1000 hours observation 
Band width : 8MHz 
Channel width : 80kHz 
Beam model 
EoR 0 field (RA, Dec) = (0,-27)

Deep field : 27deg^2

Redshift errorΔz = 0.0007 
(Takada et al 2014)

MWA

Subaru Hyper Suprime Cam

Prime Focus Spectrograph

Observation will start in 2020

PFS

HSC
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Foreground models

4 S. Yoshiura, K. Kubota, K. Hasegawa, K. Takahashi, J. L. B. Line

4.1 Point sources

We base our point source model on the GLEAM cata-
logue (Hurley-Walker et al. 2017), which covers most of
the sky south of declination 30�, excluding di�cult sur-
vey areas such as the Galactic plane and the Magellanic
clouds. The GLEAM survey (Wayth et al. 2015) was un-
dertaken using the MWA and so makes a natural choice
for this work. The catalogue contains 307,455 sources, of
which 245,470 sources are reported with a fitted spectral
index (SI). The SI, ↵, relates the flux density of a source,
S, to the frequency through S / ⌫↵. To assign realistic
SIs to the remaining 61,985 sources, we fit a normal dis-
tribution to the existing SI values, and then draw random
values from this fitted distribution. We fit a normal distri-
bution with µ = �0.81,� = 0.24. For simplicity, we assume
all point sources follow this simple power law, however in
reality a significant fraction of sources have more compli-
cated spectral behaviour such as GPS and CSS sources (for
further details see Callingham et al. 2017, and references
within). With the positional and spectral information, we
are able to estimate the flux density across most of the sky,
at all frequencies. We generate a 3 hour observation’s worth
of visibilities using OSKAR1 (Mort et al. 2010), which is a
GPU-enabled interferometric simulation package. We run
our mock observation with the EoR0 field centre initially
at an hour angle of �1.5h, and set the MWA to observe in
2minute snapshot pointings over the 3 hour observational
period.

Fig. 2 represents the power spectrum of point sources
which clearly shows the foreground wedge structure and
the EoR window. We can find leakage of power in the EoR
window which caused from un-smoothness of uv samples
along the frequency. In particular, the insu�cient number
of long baselines bring the power outside the foreground
wedge at k? ⇠ 0.2. Two diagnostic solid and dashed lines
are the expected foreground contamination limits caused by
point sources at observational horizon and edge of MWA
primary beam.

4.2 Di↵use emission

Galactic magnetic field and free electron in interstellar
medium interact and emit synchrotron radiation. The emis-
sion is expected to have smooth spectra and a power on
large scales. We employ a model and parameters found in
Jelić et al. (2008). The power spectrum can be written as
below (See also Trott et al. (2016)),

PFG,D = (⌘TFG,D)
2

✓
u

u0

◆�2.7 ✓
⌫

⌫0

◆�2.55

, (9)

where TFG,D = 235[K] is average temperature of di↵use
emission with fluctuation level, ⌘ = 0.01. The power spec-
trum follows power law of angular scale, u, and frequency, ⌫,
with u0 = 10[�] and ⌫0 = 100MHz. Fig. 3 shows the power
spectrum of di↵use foreground. Although the di↵use emis-
sion is larger than 1015 at large scale, the power deceases to
106 in the EoR window due to the smooth spectra. Vertical
lines at k ⇠ 0.07 are caused from missing of uv-samples.

1
http://oskar.oerc.ox.ac.uk/
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Figure 2. 2D power spectrum of the simulated point sources.
The figure clearly shows the wedge feature and the power is
reduced e↵ectively outside the horizon limit. The leak of power
at k? ⇠ 0.1 is caused by insu�cient uv-sampling.
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Figure 3. 2D power spectrum of the di↵use foreground model.
The di↵use emission has strong contamination beyond horizon
limit at kk = 0.08, k? = 0.025. The vertical streaks are due to
sparse uv-coverage of the MWA.

5 SIGNAL MODEL

In this section, we explain the reionization data simulated
by Hasegawa et al in prep which is used in this work and
how we choose the LAEs including the e↵ect of Lyman-↵
transmission. The IGM data is identical to those in Inoue
et al in prep and Kubota et al. (in prep).

The radiation hydrodynamics (RHD) simulations have
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N-body simulation (40963 particles)

Large scale RT simulation

Sub-grid model based on RHD sim

6 K. Kubota, S. Yoshiura, K. Takahashi, K. Hasegawa et al.
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Figure 3. Simulated Lyα luminosity function and observed LF
at redshift z = 6.6 (top) and z = 7.3 (bottom). The green, red,
and blue solid lines show the simulated LFs in the early, mid,
late model, respectively. In the top panel, the arrows represent
the detectable luminosity range in Ultra-deep, Deep field, and
the case of 3× tsur in Deep field of HSC LAE surveys.

4.1 Statistical error

First of all, we account for enhancement of the power
spectrum by redshift space distortion as P (k, µ) = (1 +
βµ2)2P (k), where µ is the cosine of the angle between k and
the line-of-sight. β = Ω0.6

m (z)/b and b is a bias factor(Kaiser
1987). The bias factor is given by b2gal(k) = Pgal(k)/PDM(k)
and we here compute this as b2gal(k) = Pgal(k)/Pdensity(k) as-
suming Pdensity(k) ≈ PDM(k), where PDM(k) and Pdensity(k)
are dark matter and gas density power spectra, respectively.
We set b21 = 1 for 21cm-line power spectrum below.

Without systematic errors, the error on a measurement
of the 21cm power spectrum for a particular mode (k, µ) is

given by (McQuinn et al. 2006)

δP21(k, µ) = P21(k, µ) +
T 2
sys

Btint

D2∆D
n(k⊥)

( λ2

Ae

)2

, (22)

where Tsys is the system temperature which is estimated as
∼ 280[(1 + z)/7.5]2.3 K. B and tint are the survey band-
pass and the integration time for 21cm observation, re-
spectively. D is the comoving distance to the 21cm sur-
vey volume and the comoving survey width ∆D is given by

∆D = 1.7( B
0.1MHz

)( 1+z
10

)1/2(Ωmh2

0.15 )−1/2. n(k⊥) is the number
density of baselines in observing the perpendicular compo-
nent of the wave vector, k⊥ = (1−µ2)1/2k. We assume that
it is decreased continuously as r−2. Ae is the effective area
of each antenna tile and λ is the observed 21cm wavelength.
The first and second terms represent sample variance and
thermal noise, respectively.

Similarly, the error on a galaxy survey for a particular
mode is given by (Feldman et al. 1994; Tegmark 1997)

δPgal(k, µ) = Pgal(k, µ) + n−1
gal exp(k

2
∥σ

2
r), (23)

where ngal is the mean number density in the galaxy survey.
Its inverse approximately is regarded as shot noise; k∥ is
the parallel component of wave number, k∥ = µk. σr =
cσz/H(z) where σz is the redshift error in the galaxy survey.
Here the first term is sample variance and the second term
is a product of shot noise and redshift errors.

With the errors on the 21cm observation and the galaxy
survey, the error on the cross-power spectrum for a particu-
lar mode is give by

2[δP 2
21,gal(k, µ)] = P 2

21,gal(k, µ) + δP21(k, µ)δPgal(k, µ). (24)

The first term represents sample variance on the cross-power
spectrum and the second term is a product of Eqs. (22)
and (23). We then compute the error on the cross-power
spectrum by summing the errors for each k-modes in inverse
form. The errors on the spherically averaged cross-power
spectrum are,

1
δP 2

21,gal(k)
=

∑

µ

∆µ
ϵk3Vsur

4π2

1
δP 2

21,gal(k, µ)
, (25)

where ϵ = ∆k/k is the logarithmic width of the spherical
shell, and Vsur is the effective survey volume for 21cm radio
telescope which is given by Vsur = D2∆D(λ2/Ae). If the
galaxy survey has a smaller volume than 21cm-line survey,
we set Vsur = Vgal.

We then calculate the total signal-to-noise (S/N) ratio
which is summation of the S/N in each k bin,

(S/N)2total =
Nbin
∑

i

(∆k
ϵki

)

(S/N)2i , (26)

where Nbin and ∆k are the number of bins and the bin size,
respectively.

Later, we will investigate the error budget of cross-
correlation measurements, so let us represent Eq. (24) more
simply. We denote the thermal noise in Eq. (22) as σN, the
shot noise in Eq. (23) as σg and the error on the cross-power
spectrum as σA. Then, Eq. (24) can be rewritten as

σA(k) ∝
√

P 2
21,gal + P21Pgal + P21σg + σNPgal + σNσg. (27)

Each term in Eq. (27) represents a component of the error
on the cross-power spectrum. The error is determined by the
5 terms. We will compare these terms later.
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Lyman-α transmission (Yajima et al 2017)

Set parameters so that the simulated LF 
corresponds to observation 
in Konno et al 2017

Signal
Reionization & 21cm signal

Simulated by K.Hasegawa

＋

＋

Image credit : K.Hasegawa  

LAE distribution

(160Mpc)3 box, 2563grids



Results 



Diffuse emissionPoint sourcesThermal noise

MWA noise, Foregrounds
The 2D power spectrum 
Reduce foreground contamination in EoR window
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Two models (z=6.6) 
Mid xHI = 0.017,   Late xHI = 0.44

21cm-LAE cross power spectrum (CPS)

CPS is negative at large scales and positive at small scales. 
The green lines indicate sign transition. 
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Mid Late

Signal to Noise Ratio without the foreground

mid model without FG
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late model with FG

 0.1

k�[h Mpc
-1]

 0.1

 1

k
||[
h
 
M
p
c
-
1
]

10-6

10-5

10-4

10-3

10-2

10-1

100

SN
R

mid model with FG

 0.1

k�[h Mpc
-1]

 0.1

 1

k
||[
h
 
M
p
c
-
1
]

10-6

10-5

10-4

10-3

10-2

10-1

100

SN
R

Mid Late

Signal to Noise Ratio with the foreground



1D power spectrum  
calculated from 2D power spectrum without wedge
Detection limit : thermal noise * shot noise

1D power spectrum
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Subtract astrophysical foregrounds (95%) + 
16times higher sensitivity (MWA 512 tiles) + 
Extending LAE survey area (3 times ~ 81deg2)

Requirement
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As anticipated, foreground is dominant term of error.  
Even in the case of SKA-HSC+PFS, it’s difficult to measure  
the 21cm-LAE power spectrum without FG removal.

In order to measure the 21cm-LAE power spectrum, at least, 
・remove 95% of astrophysical foreground  
・sensitivity of 21cm observation 16 times higher than MWA 
・extent survey area as 3 times as HSC

Future work 
Including systematic problems such as 
coarse band of MWA, calibration and instrumental error, 
ionosphere, and more. 

Summary


